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Selected Article

For this assignment we selected the article, “Small Sample Image Recognition Using Improved Convolutional Neural Network”, because of the interesting way it dealt with image recognition. This paper dealt with the challenge of image recognition, and in it the authors attempted to improve performance with a new approach. Image recognition is one of the most popular applications for neural networks as of late, and so the ability to classify and identify images effectively is of great use. In this paper, the authors adopted a hybrid system using a Convolutional Neural Network (CNN), and a General Regression Neural Network (GRNN), to achieve their desired result. In the novel method, a CNN is used to extract features from the image in question, and the GRNN acts as a classifier. This multistep approach allows for the unique advantages of each of these networks to be leveraged to provide greater accuracy in image recognition. While CNN trained via back propagation can be used for the task on its own, the authors note some disadvantages. The hybrid system proposed was able to perform the same task with higher accuracy. The CNN Used for feature extraction in this method is trained with gradient descent. It produces a feature map which is then sent to the GRNN for classification. The GRNN correlates the various features with provided data labels and results in the final product. The authors tested their method with data from the Oxford-IIIT Pet Dataset, and the Keck Gesture Dataset.

The authors found that the new method had improved accuracy compared to previous methods, However noted that where the novel method advanced in accuracy, it required a large amount of iteration to achieve these results. This was proposed to be an area for future improvement.